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Abstract. — In this paper the class of Linearly Constrained Languages (LCL) is considered. A
language L belongs to LCL if it is the set of strings of an unambiguous context-free language L'
that satisfy linear constraints on the number of occurrences of symbols. We prove that every
language in LCL admits a holonomic generating function, namely a function that satisfies a linear
differential equation with polynomial coefficients.

Résumé. — Dans cet article on considère la classe des langages avec des restrictions linéaires
(LCL). Un langage L est dans la classe LCL si et seulement si il est l'ensemble de mots d'un
langage algébrique non ambigu L' qui vérifient des restrictions linéaires sur le nombre des occurrences
des lettres. Nous montrons que à chaque langage dans LCL on peut associer une fonction génératrice
holonome.

INTRODUCTION

Generating functions are widely used in order to study properties of
languages: in this context the generating function of a language L is consi-
dered to be the generating function of the sequence \( \{ a_n \} \) where \( a_n \) is the
number of strings of L having length n. As a most famous result, a theorem
by Chomsky-Schuetzenberger [5] states that every unambiguous context-free
(c.f.) language admits an algebraic generating function. This fact has lead to
the development of a technique that is used in certain cases to solve the
ambiguity problem for c.f. languages: by showing that the generating function
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of a c.f. language \( L \) is not algebraic, it follows that \( L \) is inherently ambiguous \cite{8}. Generating functions are also invaluable tools for counting and decision problems for languages \cite{3, 15, 14}.

In these settings, one question raises quite naturally: is it possible to develop a taxonomy of languages w.r.t. the analytical properties of the associated generating functions? A partial answer lies in the following diagram that illustrates known results about classes of languages and classes of generating functions.

\[
\begin{align*}
\text{Regular languages} & \rightarrow \text{Rational generating functions} \\
\cap & \quad \cap \\
\text{Unambiguous c.f. languages} & \rightarrow \text{Algebraic generating functions} \\
\end{align*}
\]

An interesting task is that of finding classes of languages and classes of generating functions to add to this diagram. As a first step in this direction, we consider the class of the holonomic functions, introduced by Bernstein \cite{1, 2} in the early 70's and, more recently, studied by Zeilberger \cite{19} in order to prove special functions identifies. Informally a function is said to be holonomic if it satisfies a linear differential equation with polynomial coefficients (a system of equations in the multivariate case): this class of functions is an immediate and interesting extension of the class of the algebraic functions.

Then, we consider the class LCL (Linearly Constrained Languages) that is obtained by taking the intersection of the class of unambiguous c.f. languages and the class of languages whose words satisfy a finite set of linear constraints on the number of occurrences of symbols: we prove that languages in LCL have holonomic generating functions. This result leads us to extend the previous diagram as follows:

\[
\begin{align*}
\text{Regular languages} & \rightarrow \text{Rational generating functions} \\
\cap & \quad \cap \\
\text{Unambiguous c.f. languages} & \rightarrow \text{Algebraic generating functions} \\
\cap & \quad \cap \\
\text{LCL} & \rightarrow \text{Holonomic generating functions} \\
\end{align*}
\]

Besides a general interest in the class LCL itself, a particular motivation of this study relies on the fact that counting problems for languages with holonomic generating functions can be solved efficiently \cite{9}. Moreover, the asymptotics of linear recurrences has been widely studied \cite{18} and the counting sequence corresponding to a holonomic generating function satisfies a linear recurrence with polynomials coefficients. As an example, given a
hypercube $p$ in an $n$-dimensional grid, the set of random paths that start at
the origin and end up inside $p$ is easily coded with a language in LCL. Then,
for any input $n$ the number of paths of length $n$ can be computed in parallel
(with a polynomial number of processors) in time $O(\log^2 n)$.

1. PRELIMINARIES

In this section we recall some basic notions on formal series and generating
functions of languages: classical reference books are [16, 4]. We additionally
point out some results about linear diophantine equations that we shall need
in the sequel.

Let $X$ be a set of $n$ symbols, $X=\{x_1, \ldots, x_n\}$, we denote by $X^c$ the free
commutative monoid generated by $X$. Given a semi-ring $\mathbb{K}$ we have the
following:

**Definition 1:** A formal series on $X$ (in commutative variables) is a function

$$\phi : X^c \rightarrow \mathbb{K}.$$ 

We think to a formal series $\phi$ as a formal power series

$$\phi = \sum_{x^a \in X^c} \phi(x^a) \cdot x^a$$

and we indicate by $\mathbb{K}[X]$ the set of the formal series on $X$ with coefficients
in $\mathbb{K}$.

We consider on the set $\mathbb{K}[X]$ the usual operations of sum, Cauchy product,
Hadamard product, external product, partial derivative, together with an
operator $E$ (called *Total substitution*) that maps formal series in $n$ variables
onto formal series in one variable.

**Definition 2:** Let $\phi$, $\psi$ be two formal series in $\mathbb{K}[X]$, and let $k$ be an
element of $\mathbb{K}$. We define the following operations.

- **Sum:** $(\phi + \psi)(x^a) = \phi(x^a) + \psi(x^a)$.
- **Cauchy product:** $(\phi \cdot \psi)(x^a) = \sum_{x^b \cdot x^c = x^a} \phi(x^b) \psi(x^c)$.
- **Hadamard product:** $(\phi \odot \psi)(x^a) = \phi(x^a) \psi(x^a)$.
- **External product:** $(k \phi)(x^a) = k \phi(x^a)$.
- **Partial derivative:**

  $$(\partial_i \phi)(x_1^{a_1} \ldots x_i^{a_i} \ldots x_n^{a_n}) = (a_i + 1) \phi(x_1^{a_1} \ldots x_i^{a_i + 1} \ldots x_n^{a_n}).$$
**Total substitution:** \((E(\varphi))(x^k) = \sum_{a_1 + \ldots + a_n = k} \varphi(x_1^{a_1} \ldots x_n^{a_n}).\)

A formal series \(\psi \in \mathbb{K}[[X]]\) is called *proper* if \(\psi(0) = 0\). Given a vector of proper formal series \(\Psi = (\psi_1, \ldots, \psi_n), \psi_j \in \mathbb{K}[[Y]],\) and a series \(\varphi \in \mathbb{K}[[X]]\) the *composition* \(\varphi \cdot \Psi \in \mathbb{K}[[Y]]\) is the series

\[
\varphi \cdot \Psi = \sum_{x^a \in \mathfrak{C}} \varphi(x^a) \cdot \psi^a.
\]

In the sequel we shall consider formal series having coefficients in the semiring \(\mathbb{N}\), that is elements of the integral domain \([\mathbb{N}[[X]]; +, \cdot, 0, 1]\), where the unities 0, 1 are the series

\[
0(x^a) = 0
\]

and

\[
1(x^a) = \begin{cases} 1 & \text{if } x^a = e, \\ 0 & \text{otherwise}. \end{cases}
\]

Besides the class of polynomials \(\mathbb{N}[X]\), rational and algebraic formal series form two well-known subclasses of \(\mathbb{N}[[X]]\), respectively denoted by \(\mathbb{N}[[X]]_r\) and \(\mathbb{N}[[X]]_a\). We recall that neither \(\mathbb{N}[[X]]_r\) (in the multivariate case) nor \(\mathbb{N}[[X]]_a\) are closed under the Hadamard product (see for instance [17], [13]): this is one of the reasons that lead to consider the class of the holonomic formal series, denoted by \(\mathbb{N}[[X]]_h\).

**Definition 3:** A formal series \(\varphi \in \mathbb{N}[[X]]\) is said to be *holonomic* iff there exist some polynomials

\[
p_{ij} \in \mathbb{N}[X], \quad 1 \leq i \leq n, \quad 0 \leq j \leq d_i,
\]

such that

\[
\sum_{j=0}^{d_i} p_{ij} \frac{\partial^j}{\partial x^i} \varphi = 0, \quad 1 \leq i \leq n.
\]

Closure properties of holonomic functions are studied in [19, 12, 13]. The main result is given by the following:

**Theorem 1:** The class \(\mathbb{N}[[X]]_h\) is closed under the operations of sum, Cauchy product, Hadamard product, total substitution, right-composition with algebraic series.
Moreover, it can be easily proved that $\mathbb{N}[[X]]_r \subset \mathbb{N}[[X]]_a \subset \mathbb{N}[[X]]_h$; so, we can consider $\mathbb{N}[[X]]_a$ as an interesting extension of $\mathbb{N}[[X]]_r$.

Given an alphabet $\Sigma$ and a language $L \subseteq \Sigma^*$, the *generating function* of $L$ is the formal power series $F_L \in \mathbb{N}[[z]]$ defined as

$$F_L = \sum_{k \geq 0} F_L(z^k) z^k$$

where $F_L(z^k) = \# \{w | w \in L \land |w| = k \}$. This series can be interpreted as a function in the complex variable $z$; in particular we note that it is an analytic function at the origin with a convergence radius $\rho$, $1/\# \Sigma \leq \rho < 1$.

Let

$$a_1 x_1 + \ldots + a_n x_n = 0, \quad a_i \in \mathbb{Z} \quad (1)$$

be a linear homogeneous diophantine equation. We denote by $x$ a nonnegative solution of (1) ($x \in \mathbb{N}^n$) and by $S$ the set of all nonnegative solutions. Moreover, we consider a relation $< \subset \mathbb{N}^n \times \mathbb{N}^n$ such that

$$(r_1, \ldots, r_n) < (s_1, \ldots, s_n)$$

iff $r_i \leq s_i$ ($1 \leq i \leq n$) and there exists an index $j$ s.t. $r_j < s_j$ ($1 \leq j \leq n$). A solution $x$ of (1) is said *minimal* if $x \neq 0$ and there exists no solution $y$ of (1) s.t. $y < x$.

In [10, 11] it is proved that $S$ is a finitely generated monoid; more precisely, it is shown that the set $S_{\text{min}} = \{y_1, \ldots, y_r\}$ of minimal solutions is a finite basis for $S$, that is every solution $x$ can be univocally expressed as

$$x = c_1 y_1 + \ldots + c_r y_r, \quad c_j \in \mathbb{N}.$$ 

Similar results hold in the nonhomogeneous case [6]. Consider the equation

$$b_1 x_1 + \ldots + b_n x_n + p = 0, \quad b_i, p \in \mathbb{Z} \quad (2)$$

The set of solutions of (2) is given by

$$S = \{r \in \mathbb{N}^n | r = s + t, \ s \in S_{\text{min}}, \ t \in \hat{S} \}$$

where $\hat{S}$ is the set of solutions of the associated homogeneous equation

$$b_1 x_1 + \ldots + b_n x_n = 0 \quad (3)$$

and

$$S_{\text{min}} = \{(r_1, \ldots, r_n) | (r_1, \ldots, r_n, 1) \in \hat{S}_{\text{min}}\}$$
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with $\hat{S}_{\min}$ denoting the set of minimal solutions of the equation
\[ b_1 x_1 + \ldots + b_n x_n + px_{n+1} = 0. \] (4)

2. THE CLASS LCL

Let $\Sigma$ be an alphabet $\Sigma = \{ \sigma_1, \ldots, \sigma_n \}$. We consider the set of couples $\langle G, \mathcal{E} \rangle$ where $G$ is an unambiguous c.f. grammar and $\mathcal{E}$ belongs to the set $\mathcal{E} V_n$ of constraints in $n$ variables ($n$-constraints). An $n$-constraint is an expression that is built up of basic elements called $n$-atoms.

**Definition 4: $n$-atom** Let $R = \{ =, \neq, \leq, \geq, <, > \}$ be the set of symbols of relation. A $n$-atom is an element of the set
\[ \mathcal{A}t = \mathbb{Z}^n \times R \times \mathbb{Z}. \]

**Definition 5: ($n$-constraint)** Every $n$-atom is an $n$-constraint. If $\mathcal{E}_1$ and $\mathcal{E}_2$ are $n$-constraints then
- $\mathcal{E}_1 \cup \mathcal{E}_2$,
- $\mathcal{E}_1 \land \mathcal{E}_2$,
- $\mathcal{E}_1 \Rightarrow \mathcal{E}_2$,
- $\neg \mathcal{E}_1$

are $n$-constraints too. No other expression apart from these is an $n$-constraint.

We introduce on $\mathcal{E} V_n$ a denotation function $[ \, ]$,
\[ [ \, ] : \mathcal{E} V_n \rightarrow 2^{\mathbb{Z}^*}, \]
that associates with every expression a language called the *semantics* of the expression.

**Definition 6:** Let $[ i_1, \ldots, i_n, r, k ]$ be an $n$-atom and $\mathcal{E}_1, \mathcal{E}_2$ two elements of $\mathcal{E} V_n$. Then we have:
- $[[ i_1, \ldots, i_n, r, k ]] = \{ w \in \Sigma^* | i_1 | w |_{\sigma_1} + \ldots + i_n | w |_{\sigma_n} | r, k \}$,
- $[[ \mathcal{E}_1 \lor \mathcal{E}_2 ]] = [[ \mathcal{E}_1 ]] \cup [[ \mathcal{E}_2 ]]$,
- $[[ \mathcal{E}_1 \land \mathcal{E}_2 ]] = [[ \mathcal{E}_1 ]] \cap [[ \mathcal{E}_2 ]]$,
- $[[ \neg \mathcal{E}_1 ]] = \Sigma^* \setminus [[ \mathcal{E}_1 ]]$,
- $[[ \mathcal{E}_1 \Rightarrow \mathcal{E}_2 ]] = [[ \neg \mathcal{E}_1 ]] \cup [[ \mathcal{E}_2 ]]$.

Now, we can formally define the language denoted by a couple $\langle G, \mathcal{E} \rangle$. 
DEFINITION 7: Let G be an unambiguous c.f. grammar and ε an n-constraint. The couple \( \langle G, \varepsilon \rangle \) denotes the language
\[
L_{\langle G, \varepsilon \rangle} = L_G \cap [\varepsilon].
\]

DEFINITION 8: (LCL) The class LCL (linearly constrained languages) is the class of the languages defined by couples \( \langle G, \varepsilon \rangle \).

Example 1: Let us consider the language L that contains the arithmetic expressions in prefix form (built up of constants \( a = +1, b = -1 \) and the operator \(+\)) that have value 0 (note that L is not c.f.). It holds that \( L = L_{\langle G, \varepsilon \rangle} \) where:
\[
\begin{align*}
\Sigma &= \{ +, a, b \}, \\
G &= \{ S \to +SS, S \to a, S \to b \}, \\
\varepsilon &= \{ 0, 1, -1, =, 0 \}.
\end{align*}
\]

3. FORMAL SERIES AND THE CLASS LCL

Given a couple \( \langle G, \varepsilon \rangle \) we consider two formal series \( \psi_G, \chi_\varepsilon \), associated with the languages \( L_G \) and \([\varepsilon]\).

DEFINITION 9: (\( \psi \)) Let L be a language. The series \( \psi_L \in \mathbb{N}[[\Sigma]] \), is the series
\[
\psi_L = \sum_{w \in L} \varphi(w),
\]
where \( \varphi : \Sigma^* \to \Sigma^\mathbb{C} \) is the natural morphism that associates with every word \( w \in \Sigma^* \), \( |w|_{\sigma_i} = i_1, \ldots, |w|_{\sigma_n} = i_n \), the monomial \( \sigma_{i_1}^{1} \ldots \sigma_{i_n}^{n} \).

In the sequel, for brevity, we write \( \varphi_G \) instead of \( \varphi_{L_G} \); we note that the coefficient of the monomial \( \sigma_{i_1}^{1} \ldots \sigma_{i_n}^{n} \) in the series \( \psi_G \) is equal to the number of words in \( L_G \) associated with it by \( \varphi \),
\[
\psi_G(\sigma_{i_1}^{1} \ldots \sigma_{i_n}^{n}) = \# \{ w \in L_G | |w|_{\sigma_1} = i_1, \ldots, |w|_{\sigma_n} = i_n \}.
\]

DEFINITION 10: (\( \chi_\varepsilon \)) Let \( \varepsilon \in \mathcal{E} \mathcal{V}_n^* \). The series \( \chi_\varepsilon \) is the characteristic function of the support of the series \( \psi_{[\varepsilon]} \),
\[
\chi_\varepsilon(\sigma_{i_1}^{1} \ldots \sigma_{i_n}^{n}) = \begin{cases} 1 & \text{if } \exists w \in [\varepsilon] (|w|_{\sigma_1} = i_1, \ldots, |w|_{\sigma_n} = i_n), \\ 0 & \text{otherwise}. \end{cases}
\]
Example 2: Let $\Sigma = \{ a, b, c \}$ and consider the grammar
\[
G = (\{ S \}, \Sigma, \{ S \to aS, S \to bS, S \to cS, S \to \epsilon \}, S),
\]
then
\[
\psi_G = \sum_{i,j,k \geq 0} \binom{i+j+k}{i,j,k} a^i b^j c^k = \frac{1}{1-(a+b+c)}.
\]

Example 3: Let $\Sigma = \{ a, b, c \}$. Given the $n$-constraint
\[
\mathcal{E} = [1, -1, 0, =, 0] \land [0, 1, -1, = 0]
\]
it follows that
\[
[\mathcal{E}] = \{ w \in \Sigma^* \mid |w|_a = |w|_b = |w|_c \}
\]
and
\[
\chi_{\mathcal{E}} = \sum_{n=0}^{\infty} a^n b^n c^n = \frac{1}{1-abc}.
\]

It is immediate to observe that the generating function $F_{L_{\langle G, \mathcal{E} \rangle}}$ can be expressed in terms of the series $\psi_G$ and $\chi_{\mathcal{E}}$ that is:
\[
F_{L_{\langle G, \mathcal{E} \rangle}} = E(\psi_G \odot \chi_{\mathcal{E}}).
\]
In fact, the Hadamard product of $\psi_G$ and $\chi_{\mathcal{E}}$ is a series $\theta_{L_{\langle G, \mathcal{E} \rangle}} \in \mathbb{N}[[\Sigma]]$, such that the coefficient in it of the monomial $\sigma_1^{i_1} \ldots \sigma_n^{i_n}$ is exactly the number of words of length $i_1 + \ldots + i_n$ that belong to $L_{\langle G, \mathcal{E} \rangle}$ and contain $i_j$ symbols of type $\sigma_j (1 \leq j \leq n)$. By applying the operator $E$ to $\theta_{L_{\langle G, \mathcal{E} \rangle}}$ we obtain a series in $\mathbb{N}[z]$ such that the coefficient in it of $z^k$ is the number of words in $L_{\langle G, \mathcal{E} \rangle}$ of length $k$, that is
\[
E(\theta_{L_{\langle G, \mathcal{E} \rangle}}) = F_{L_{\langle G, \mathcal{E} \rangle}}.
\]

Example 4: Referring to examples 2, 3, we have
\[
E(\psi_G \odot \chi_{\mathcal{E}}) = \sum_{n \geq 0} \frac{3n!}{(n!)^3} z^n.
\]
4. GENERATING FUNCTIONS OF LANGUAGES IN LCL

The relation (5) leads us to consider the analytical properties of series $\psi_G$ and $\chi_\varepsilon$. We show that these series are algebraic and rational respectively. As a consequence, the closure properties of the class $\mathbb{N}[[\Sigma]]_h$ lead us to state that every language in LCL admit a holonomic generating function.

**Lemma 1:** Let $G$ be an unambiguous c.f. grammar. The series $\psi_G$ turns out to be algebraic hence holonomic.

**Proof:** Given an unambiguous c.f. grammar $G=(V, \Sigma, P, S)$ it is possible to find an equivalent grammar $G_1=(V_1, \Sigma, P_1, S_1)$ that is in Chomsky normal form.

We associate with each nonterminal $S_i$ of $G_1$, $(1 \leq i \leq p)$, a formal series $\varphi_i \in \mathbb{N}[[\Sigma]]$ such that for all monomials $\sigma_1 \ldots \sigma_n \in \Sigma^*$ it holds

$$\varphi_i(\sigma_1 \ldots \sigma_n) = \# \{ w \in \Sigma^* | S_i \Rightarrow w, |w|_{\sigma_1} = i_1, \ldots, |w|_{\sigma_n} = i_n \}.$$

From the set of productions $P_1$ we obtain a system of algebraic equations

$$S_i = p_i, \quad 1 \leq i \leq p,$$

where $p = \# V_1, p_i \in \mathbb{N}[\Sigma \cup V_1]$ and $p_i(\varepsilon) = 0, p_i(S_i) = 0$. Since this is a proper system, it admits a unique solution (see [16]) that is the vector $\Phi = (\varphi_1, \ldots, \varphi_p)$. Then, the first component $\varphi_1$ is an algebraic series. Hence, since $\psi_G = \varphi_1$ we conclude that $\psi_G$ is algebraic and, a fortiori, holonomic ($\mathbb{N}[[\Sigma]]_{sa} \subset \mathbb{N}[[\Sigma]]_h$).

Now, we consider an $n$-constraint $\varepsilon$ that, w.l.o.g., can be though to be in disjunctive normal form,

$$\varepsilon = \varepsilon_1 \lor \ldots \lor \varepsilon_m,$$

where $\varepsilon_i$ is an $n$-atom or the negation of an $n$-atom $(1 \leq i \leq m)$. By the inclusion-exclusion principle we write the series $\chi_\varepsilon$ as the sum of $2^m-1$ series

$$\chi_\varepsilon = \chi_{\varepsilon_1} + \cdots + \chi_{\varepsilon_m} - \chi_{\varepsilon_1 \land \varepsilon_2} - \ldots - \chi_{\varepsilon_1 \land \varepsilon_m} + \chi_{\varepsilon_1 \land \varepsilon_2 \land \varepsilon_3} + \ldots (\text{sgn})^{m+1} \chi_{\varepsilon_1 \land \ldots \land \varepsilon_m}.$$ (6)

Then, the problem consists of studying series of the type $\chi_{\varepsilon'}$, where $\varepsilon'$ is an $n$-constraint that is the intersection of a finite number of $n$-atoms or negated $n$-atoms: such series are the result of the Hadamard product of the series...
associated with each \( n \)-atom,

\[
\chi_{\delta'} = \chi_{\delta_1''} \cap \cdots \cap \chi_{\delta_p''} = \chi_{\delta_1''} \circ \cdots \circ \chi_{\delta_p''},
\]

\[
\chi_{\delta_j'} = \chi_{[i_1, \ldots, i_n, r, k]} \quad \text{or} \quad \chi_{[i_1, \ldots, i_n, r, k]}.
\]

Expressions (6), (7) lead to analyze series \( \chi_{\delta} \) where \( \delta \) is an \( n \)-atom. In particular, the only case to be considered is \( \delta = [i_1, \ldots, i_n, k] \); this is due to the following equalities (we say that two \( n \)-constraints are equal if they denote the same language),

\[
\begin{align*}
[i_1, \ldots, i_n, =, k] &= \neg [i_1, \ldots, i_n, \geq, k + 1] \wedge [i_1, \ldots, i_n, \geq, k], \\
[i_1, \ldots, i_n, \neq, k] &= \neg [i_1, \ldots, i_n, \geq, k] \vee [i_1, \ldots, i_n, \geq, k + 1], \\
[i_1, \ldots, i_n, \leq, k] &= \neg [i_1, \ldots, i_n, \geq, k + 1], \\
[i_1, \ldots, i_n, <, k] &= \neg [i_1, \ldots, i_n, \geq, k], \\
[i_1, \ldots, i_n, >, k] &= [i_1, \ldots, i_n, \geq, k + 1].
\end{align*}
\]

To carry out our analysis we need the following lemma.

**Lemma 2:** Let \( \delta = [i_1, \ldots, i_n, =, k] \) (\( \delta = \neg [i_1, \ldots, i_n, =, k] \)). Then the series \( \chi_{\delta} \) is rational, hence it belongs to \( \mathbb{N}[[\Sigma]]_h \).

**Proof:** We first consider the case \( \delta = [i_1, \ldots, i_n, =, k] \).

Every solution \( y' = (y_1', \ldots, y_n') \) of the linear diophantine equation (in the \( n \) variables \( y_j \))

\[
i_1 y_1' + \cdots + i_n y_n' = k,
\]

uniquely identifies a monomial \( \varphi^{y'} \in \Sigma^c \) such that

\[
\varphi^{-1}(\varphi^{y'}) \subseteq [[\delta]].
\]

Symmetrically, a word \( w \in [[\delta]] \) univocally identifies a solution \( y'' = (y_1'', \ldots, y_n'') \) of equation (8) such that

\[
w \in \varphi^{-1}(\varphi^{y''}).
\]

By the results of section 1 every solution of (8) is of the form \( \bar{z} = \bar{x} + \bar{y} \) where \( \bar{x} \) belongs to the set of minimal solutions of (8) \( S_{\min} = \{ \bar{x}_1, \ldots, \bar{x}_r \} \) and \( \bar{y} \) belongs to the set of solutions of the associated homogeneous equation with basis \( B = \{ y_1, \ldots, y_p \} \). From \( S_{\min} \) and \( B \) we obtain \( r + p \) monomials \( \sigma_{z_1}, \ldots, \sigma_{z_r}, \sigma_{z_1}, \ldots, \sigma_{z_p} \) and a rational series

\[
\xi_{\delta} = (\sigma_{z_1} + \cdots + \sigma_{z_r})(\sigma_{z_1} + \cdots + \sigma_{z_p})^* = \frac{(\sigma_{z_1} + \cdots + \sigma_{z_p})}{1 - (\sigma_{z_1} + \cdots + \sigma_{z_p})}
\]
such that

\[ \xi_\delta(\sigma_1^{j_1} \cdots \sigma_n^{j_n}) = \left\{ \begin{array}{ll}
  c_{i_1, \ldots, i_n} & \text{if } \exists \ w \in \mathbb{N}[[\Sigma]] \mid w_{|\sigma_1} = i_1, \ldots, w_{|\sigma_n} = i_n, \\
  0 & \text{otherwise.}
\end{array} \right. \]

It is immediate to see that coefficients \( c_{i_1, \ldots, i_n} \) can be greater than 1, since, given a monomial \( \sigma_1^{j_1} \cdots \sigma_n^{j_n} \), it might be

\[ \sigma_1^{j_1} \cdots \sigma_n^{j_n} = \sigma_1^{\xi_1} (\sigma_2^{\xi_2})^{k_1} \cdots (\sigma_2^{\xi_2})^{k_r} = \sigma_1^{\xi_1} (\sigma_2^{\xi_2})^{k_1} \cdots (\sigma_2^{\xi_2})^{k_r} \]

with \( h \neq k \) and \( i \neq l \). The series \( \chi_\delta \) turns out to be the characteristic series of the support of \( \xi_\delta \). So, we are faced with the problem of determining an unambiguous commutative rational expression that denotes the same language of \( (\sigma_1^{\xi_1} + \cdots + \sigma_2^{\xi_2})(\sigma_2^{\xi_2} + \cdots + \sigma_2^{\xi_2})^* \). Since in a commutative monoid every rational set is unambiguous rational [7] we conclude that \( \chi_\delta \) is rational, hence holonomic.

In the case \( \delta = [i_1, \ldots, i_n, =, k] \) the series \( \chi_\delta \) is rational too, since it can be expressed as the difference of rational series

\[ \chi_\delta = \sum_{j \neq 0} 1 \sigma_j - \chi_{[i_1, \ldots, i_n, =, k]} \]

\[ = \left( \frac{1}{1 - \sigma_1} - 1 \right) \cdots \left( \frac{1}{1 - \sigma_n} - 1 \right) - \chi_{[i_1, \ldots, i_n, =, k]} \].

Now, let's turn to the case \( \delta = [i_1, \ldots, i_n, \geq, k] \) and prove the following

**Lemma 3:** Let

\[ [i_1, \ldots, i_n, \geq, k] \]

be an \( n \)-atom. The series \( \chi_{[i_1, \ldots, i_n, \geq, k]} \) turns out to be holonomic,

\[ \chi_{[i_1, \ldots, i_n, \geq, k]} \in \mathbb{N}[[\Sigma]]_h. \]

**Proof:** The language \([i_1, \ldots, i_n, \geq, k]\) is the set of words \( w \) s.t.

\[ i_1 w_{|\sigma_1} + \cdots + i_n w_{|\sigma_n} \geq k. \]

Let us consider a symbol \( \tau \notin \Sigma \) and let \( l = i_1 w_{|\sigma_1} + \cdots + i_n w_{|\sigma_n} - k. \) By inserting (in all the possible ways) in each word \( w \) \( l \) occurrences of the symbol \( \tau \) we get words \( v \) that satisfy the equation

\[ i_1 v_{|\sigma_1} + \cdots + i_n v_{|\sigma_n} - v_{|\tau} = k. \]
and belong to the language (on $\Sigma \cup \{ \tau \}$)

$$[[i_1, \ldots, i_n, -1, =, k]].$$

At last, the series $\chi_{[i_1, \ldots, i_n, \geq, k]}$ is obtained by taking the right composition of $\chi_{[i_1, \ldots, i_n, -1, =, k]}$ with the vector of monomials $\Psi = (\sigma_1, \ldots, \sigma_n, 1)$,

$$\chi_{[i_1, \ldots, i_n, \geq, k]} = \chi_{[i_1, \ldots, i_n, -1, =, k]} \circ \Psi.$$

Informally this operation corresponds to assign weight 0 to the symbol $\tau$. By theorem 1 we conclude that $\chi_{[i_1, \ldots, i_n, \geq, k]} \in \mathbb{N}[[\Sigma]]_h$. \hfill \blacksquare

**Remark:** Since in $[[i_1, \ldots, i_n, -1, =, k]]$ there are no two different words $w, w'$ s.t. the series $\chi_{[i_1, \ldots, i_n, \geq, k]}$ that we obtain is indeed the characteristic series of the support of $\Psi_{[i_1, \ldots, i_n, \geq, k]}$.

Moreover, the composition $\chi_{[i_1, \ldots, i_n, -1, =, k]} \circ \Psi$ is well defined even if $\Psi$ is not a vector of proper series. In fact for each $n$-tuple $i_1, \ldots, i_n$ the set $T$ of monomials of the form $\sigma_1^{i_1} \ldots \sigma_n^{i_n} \tau$ such that

$$\chi_{[i_1, \ldots, i_n, -1, =, k]}(\sigma_1^{i_1} \ldots \sigma_n^{i_n} \tau) \neq 0$$

is finite (more precisely $\# T = 1$).

We are now ready to prove the main result concerning the class LCL.

**Theorem 2:** Every language in the class LCL admits a holonomic generating function.

**Proof:** By relation (5) the generating function $F_L$ of a language $L = L_{(G, \epsilon)}$, can be expressed as $F_L = E(\psi_G \odot \chi_\epsilon)$. We know that $\chi_\epsilon$ is the sum of series that are the Hadamard product of holonomic series (equalities (6), (7) and lemma 3): by recalling the closure properties of $\mathbb{N}[[\Sigma]]_h$ (theorem 1) it follows that $\chi_\epsilon$ is holonomic. Hence, since $\psi_G$ is holonomic (lemma 1) we conclude that $F_L$ is holonomic too (theorem 1 again). \hfill \blacksquare
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