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1. INTRODUCTION

Satisfiability for conjunctive normal forms is the key problem in studying the complexity of NP-complete problems [4, 7, 8, 9]. Of the various algorithms proposed for solving this problem, the enumeration tree procedure devised by Galil [6] is considered the fastest yet known.

Although our algorithm has essentially the same structure as that of Galil, the particular representation of the clauses not only makes probabilistic analyses more manageable but also brings about improvements.

The main characteristic of both these algorithms is that they can detect and reject in toto some groups of elements in the search space which cannot be solution: the wasteful running time involved in testing elements one by one is generally avoided.

The particular algorithm we propose uses ternary strings to represent both the afore-mentioned groups and the remaining search space. A better sequence of operations takes place and the groups obtained can then be probabilistically treated using the Markov process theory.

(*) Received in May 1981.
(1) Dipartimento di Sistemi, Universita' della Calabria, Arcavacata (Cosenza) Italia.
When the \( n \) propositional variables constituting the input clauses are assumed fully random, it is found that the expected running time of our algorithm is a polynomial from the cardinality \( p \) of the input clauses independent of \( n \). Moreover the distribution law of this running time is such that the probability of the time exceeding a polynomial of the input length decreases, but does not vanish, as \( n \) increases.

Given a probability \( \varepsilon \) arbitrarily small, it is at any rate possible to find a polynomial \( g(n, p) \), such that the probability that the running time is greater than this polynomial, is less than \( \varepsilon \).

Classes of general boolean formulae requiring a polynomial time for satisfiability have been already identified [12, 14], but only simple cases are evidenced in our interest field.

The probabilistic results mentioned early indicate that, when our algorithm is used, the bulk of the instances are included in the polynomial classes as \( n \) increases.

2. PRELIMINARY DEFINITIONS AND NOTATIONS

The satisfiability problem, which arises in mathematical logic, consists in verifying whether a formula in conjunctive normal form is contradictory.

It is usually defined in a short form [8] as follows:

Let \( L = \{x_1, x_2, \ldots, x_n, \bar{x}_1, \ldots, \bar{x}_n\} \) be a set of literals; any subset of \( L \) which does not contain a complementary pair of literals, is said to be a clause; an instance of the problem is a set of clauses \( \{F_1, F_2, \ldots, F_p\} \); the property to be verified is the existence of a solution clause \( F \) such than \( F \cap F_i \neq \emptyset \), \( i = 1, 2 \ldots p \).

**Example 1:** An instance of the problem with solution is given by:

\[
\{\{\bar{x}_1, \bar{x}_2, x_3, x_6\}, \{x_2, x_3, x_4\}, \{x_1, x_2, \bar{x}_5\}, \{x_1, x_5, \bar{x}_6\}, \\
\{\bar{x}_2, x_3, x_4\}, \{x_1, \bar{x}_2\}, \{x_2, x_3, \bar{x}_4\}\},
\]

with solution:

\[
\{x_1, \bar{x}_2, x_3\}.
\]

We propose an alternative input representation for the satisfiability problem.

**DEFINITION 1:** Let \( \Sigma = \{0, 1, *\} \) be a set and \( \#L = 2n \); each clause \( F \) is represented by a string \( s \in \Sigma^n \) such that:

\[
s(j) = 1 \iff x_j \in F, \quad s(j) = 0 \iff \bar{x}_j \notin F,
\]

\[
s(j) = * \iff \bar{x}_j, \quad x_j \notin F, \quad j = 1, 2 \ldots n,
\]

where \( s(j) \) is the \( j \)-th element of \( s \).
In our representation an instance of the problem is a set of strings
\[ I = \{ s_1, s_2, \ldots, s_p \} \subseteq \Sigma^n. \]
A string \( s_i \) is satisfied by \( s \) if there exists a \( j \) such that
\[ 1 \leq j \leq n \] and \( s_i(j) = s(j) \neq 8. \)

A solution of the instance \( I \) is a string \( s \) such that all the strings in \( I \) are satisfied by \( s \).

**Example 2:** Example 1 in our representation:
\[
I = 000**1, *111**, 00**0*, 1***10, *011**, 10****, *110**
\]
with solution string 101***

The definitions and properties given to the strings are analogous to those of the clauses they represent:

**Definition 2:** Star \( (s) \) = number of stars in \( s \):
- \( s \) is complete if \( \text{star}(s) = 0 \), otherwise it is incomplete;
- \( C_s \) is the set of complete strings obtained by substituting 0,1 for each star of \( s \) in all possible combinations;
- \( C_s \) is obviously logically equivalent to \( s \).

**Proposition 1:** Two sets \( \{ s_1, s_2, \ldots, s_m \} \), \( \{ s'_1, s'_2, \ldots, s'_m' \} \) are equivalent iff:
\[
\bigcup_{i=1}^{m} C_{s_i} = \bigcup_{j=1}^{m'} C_{s'_j}.
\]

**Definition 3:** We call \( T_s \) the union of all sets of strings equivalent to \( s \). In other words \( s' \in T_s \) is either \( s \) itself or \( s \) with some stars replaced by 0 or 1.

**Proposition 2:** \( C_s \subseteq T_s, T_s \subseteq T_s, C'_s \subseteq C_s \) with \( s' \in T_s \).

**Example 3:** \( *11*01 \) is equivalent to \( 011*01, 111*01 \); note that for \( s=** \ldots *1 \) is equivalent to \( 011*01, 111*01 \); note that for

**Definition 4:** A function \( - : \Sigma \rightarrow \Sigma \) is defined such that \( -(0) = 1, -(1) = 0, -(*) = * \);
- a string \( \bar{s} \) such that \( \bar{s}(j) = -s(j) \) and \( j=1,2 \ldots n \) will be called the opposite string to \( s \);
- \( \bar{I} = \{ \bar{s}_1, \bar{s}_2, \ldots, \bar{s}_p \} \) is called the set of non solutions (cf. Prop. 3) of the instance with \( \bar{s}_1, \bar{s}_2, \ldots, \bar{s}_p \) respectively opposite to \( s_1, s_2, \ldots, s_p \) of \( I \).

**Proposition 3:** \( \bar{s}_i \in \bar{I}, \) \( s' \in T_{\bar{s}_i} \) cannot be a solution of \( I \) by definition 1. \( \bigcup_{i=1}^{p} C_{\bar{s}_i} \) is therefore the set of all complete strings which are not solutions;
- \( s' \in T_s \) satisfies \( s_i \), if \( s \) satisfies \( s'_i \);
- \( s' \in T_s \) is a solution if \( s \) is also a solution.
Définition 5: The Galil algorithm used in our representation develops a binary tree level by level from the root until a solution node is reached. The required steps are as follows:

1. the root is labelled with all the strings in \( I \);
2. each left (right) node at the level \( v \) is labelled with the strings of the parent node with the \( v \)-th element equal to 1 or * (0 or *);
3. a left (right) node at level \( v \) is a solution node, if it cannot be labelled, i.e. when the parent node lacks strings with the \( v \)-th element equal to 1 or * (0 or *).

The path from the root to a node generates a sequence of 0, 1 (go left, go right), which, when padded at the end with enough stars to obtain a string of length \( n \), represents a string, the node-string. The node-string of a solution node is a solution string.

4. if in a node label at level \( v \) there is a string \( s \) such that \( s(j) = \ast \), \( j = v + 1, \ldots, n \), then such a node is a leaf. Nodes at level \( n \) must necessarily also be leaves.

Proposition 4: The Galil tree has the following properties which can be directly deduced from the above rules and previous definitions:

- if \( s \) is a node-string of any one node and \( s' \) is a node string of its successor then \( s' \in T_s \),
- the strings in the label of a node are all those strings in the input which are not satisfied by its node-string,
- a node is a leaf if its node-string \( s \) is such that \( s \in \bigcup_{i=1}^{p} T_{\bar{s}_i} \), thus neither the node itself nor its successors can be solution nodes.

Example 4: An example of Galil’s algorithm is given in figure 1, the instance of satisfiability problem is the same instance of Examples 1 and 2, the solution string is 101***, the node string of the leaf node is 01**** the opposite of the input string 10****

A “reasonable” measure of the algorithmic complexity of Galil’s algorithm is the number of strings in the Galil tree. Of course values of the measurements on both our representation and that of Galil are the same.

3. The Subtraction Algorithm

Given an instance of the satisfiability problem, suppose that we seek solutions in \( s \), i.e. we seek solutions in the “search space” \( T_s \), if \( \bar{s}_k \) is some non-solution and \( T_{\bar{s}_k} \cap T_s \not= \emptyset \), then it is possible (according our rules) to break \( s \) into the
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Figure 1. — The Galil tree.

equivalent set \( \{ s_0, s_1 \ldots s_m \} \) such that \( T_{s_0} = T_s \cap T_{\bar{s}} \) and \( \bigcup_{i=1}^{m} T_{s_i} \cap T_{\bar{s}_i} = \emptyset \). A search for a solution will then be continued in \( s_1, s_2, \ldots, s_m \).

The general intuitive idea of the subtraction algorithm is that a solution is obtained by subtracting the non-solution space from the search space.

**Definition 6:** \( \text{comp} : \Sigma^n \times \Sigma^n \to \{ \text{true}, \text{false} \} \) is so defined:

\[
\text{comp}(s_i, s_k) \text{ is true if } s_k(j) \neq *, \quad s_i(j) \neq * \Rightarrow s_k(j) = s_i(j), \quad j = 1, 2 \ldots n.
\]

**Proposition 5:** If \( \text{comp}(s_i, s_k) \text{ is true and } s \in T_{s_i} \text{ then } \text{comp}(s, s_k) \text{ is true.} \)
Définition 7: Si \( \text{comp}(s_i, s_k) \) est vrai, \( s_{ik}^0 \) est une chaîne définie par:

\[
s_{ik}^0(j) = s_i(j) \quad \text{si} \quad s_i(j) \neq *,
\]

 sinon :

\[
s_{ik}^0(j) = s_k(j), \quad j = 1, 2 \ldots n;
\]

\[
\text{cost}(s_i, s_k) = \text{star}(s_i) - \text{star}(s_{ik}^0).
\]

Exemple 5: \( s_i = **11*01, s_k = *1111*1 \), \( \text{comp}(s_i, s_k) \) est vrai, \( s_{ik}^0 = *111101 \).

Proposition 6: \( T_{s_{ik}^0} = s_i \cap T_{s_k} \neq \emptyset, C_{s_{ik}^0} = C_i \cap C_k \neq \emptyset \) si \( \text{comp}(s_i, s_k) \) est vrai.

Théorème 1: Si \( \text{comp}(s_i, s_k) \) est vrai et \( m = \text{cost}(s_i, s_k) \), il existe un ensemble :

\[
\{ s_{ik}^1, s_{ik}^2 \ldots s_{ik}^m \} \subseteq T_i
\]

tel que :

1. \( C_{s_{ik}^u} \cap C_{s_{ik}^v} = \emptyset \) où \( u \neq v \) et \( u, v \) varient de 0 à \( m \), c. à.:

\( \text{comp}(s_{ik}^u, s_{ik}^v) \) est faux;

2. \( \bigcup_{u=0}^{m} C_{s_{ik}^u} = C_i \) c. à. l'ensemble \( \{ s_{ik}^0, s_{ik}^1, \ldots, s_{ik}^m \} \) est équivalent à \( s_i \).

Preuve: Si \( m = 0 \), alors \( s_{ik}^0 = s_i \) et \( s_i \in T_i \).

Si \( m > 0 \) alors \( 1 \leq r_1, r_2, \ldots, r_m \leq m \) sont tels que \( s_i(r_h) = * \):

\[
s_k(r_h) = s_{ik}^0(r_h) \neq *, \quad h = 1, 2, \ldots, m.
\]

Une spécification de \( s_{ik}^1, s_{ik}^2 \ldots s_{ik}^m \) peut alors être donnée par les règles suivantes :

1. \( s_{ik}^u(j) = s_i(j), \quad u = 1, 2, \ldots, m, \quad j \neq r_1, r_2, \ldots, r_m \) avec \( j \) varient de 1 à \( n \);

2. \( s_{ik}^u(r_u) = -s_{ik}^0(r_u) = -s_k(r_u), \quad u = 1, 2 \ldots m; \)

3. \( s_{ik}^u(r_t) = s_{ik}^0(r_t) = s_k(r_t), \quad u = 2 \ldots m, \quad t = 1, 2 \ldots u-1; \)

4. \( s_{ik}^u(r_t) = *, \quad u = 1, 2 \ldots m-1, \quad t = u+1, u+2, \ldots, m. \)

Assertion 1 peut être prouvée pour \( u = 0 \) ou \( v = 0 \) en considérant la propriété (b) et que \( s_{ik}^0(r_u) \neq *, u = 1, 2 \ldots m \). Il peut être prouvé pour \( u \neq 0 \) et \( v \neq 0 \) en considérant les propriétés (b) et (c): supposons \( u < v \) alors:

\[
s_{ik}^v(r_u) = s_{ik}^0(r_u) \quad \text{et} \quad s_{ik}^u(r_u) = -s_{ik}^0(r_u),
\]

ainsi \( \text{comp}(s_{ik}^u, s_{ik}^v) \) est faux car \( s_{ik}^0(r_u) \neq * \).

Pour l'affirmation 2, si \( s_\epsilon \in C_i \), il est considéré: si \( s_\epsilon(r_h) = s_{ik}^0(r_h) \) et \( h = 1, 2, \ldots, m \), alors \( s_\epsilon \in C_{s_{ik}^0} \), sinon il y a \( 1 \leq h' \leq m \) tel que \( s_\epsilon(r_{h'}) \neq s_{ik}^0(r_{h'}) \) et \( s_\epsilon(r_{h<h'}) = s_{ik}^0(r_h) \), dans ce cas \( s_\epsilon \in C_{s_{ik}^0} \) par les propriétés (a), (b), (c), (d).
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Example 6:

\[ s_i = 00000 \]
\[ s_k = 00000 \]
\[ s_{ik}^0 = 00000 \]
\[ r_1 = 1, \quad r_2 = 2, \quad r_3 = 3 \]

Theorem 2 follows directly from Theorem 1 and Definition 7:

**Theorem 2:**

\[
C_{s_k} \cup \left( \bigcup_{\omega=1}^{m} C_{s_{ik}}^{w} \right) = C_{s_1} \cup C_{s_k},
\]

\[
C_{s_k} \cap \left( \bigcup_{\omega=1}^{m} C_{s_{ik}}^{w} \right) = \emptyset.
\]

**Definition 8:** The substitution of \( s_i \) by \( s_{ik}^1, s_{ik}^2 \ldots s_{ik}^m \) is called the substitution of \( s_k \) from \( s_i \) involving the positions \( r_1, r_2 \ldots r_m \): \( \text{sub}(s_i, s_k) = \{ s_{ik}^1, s_{ik}^2 \ldots s_{ik}^m \} \).

Note that when \( \text{comp}(s_i, s_k) \) is false then \( \text{sub}(s_i, s_k) = s_i \) and the subtraction is said not effective; if \( s_{ik}^0 = s_i \) \( \text{sub}(s_i, s_k) = \emptyset \) and the subtraction is said total.

**Lemma 1:** If \( \text{comp}(s_i, s_k) \) is true, \( \text{sub}(s_i, s_k) \) in \( r_1, r_2 \ldots r_m = \{ s_{ik}^1, s_{ik}^2 \ldots s_{ik}^m \} \) and \( s_i \in T_i \), then \( \text{comp}(s_j, s_k) \) is true,

\[
\text{sub}(s_j, s_k) \text{ in } r_1', r_2' \ldots r_m' = \{ s_{jk}^1, s_{jk}^2 \ldots s_{jk}^m \}
\]

and:

\[
\{ r_1, r_2 \ldots r_m \} \subseteq \{ r_1', r_2' \ldots r_m' \}.
\]

**Proposition 7:** Supposing \( \text{comp}(s_i, s_k) \) to be true and \( s_i(q) = \ast, \quad s_k(q) \neq \ast \)

\[ 1 \leq q \leq n \], we can obtain \( \text{sub}(s_i, s_k) = s_{ik}^1, s_{ik}^2 \ldots s_{ik}^m \) with \( s_{ik}^w(q) \neq \ast \), \( w = 1, 2 \ldots m \) if \( r_1 = q \).

**Lemma 2:** Given an instance of the satisfiability problem \( I = \{ s_1, s_2 \ldots s_p \} \) a string is a solution if \( C_s \cap \left( \bigcup_{i=1}^{p} C_{s_i} \right) = \emptyset \) i.e. \( \text{comp}(s, s_i) \) is false and \( i = 1, 2 \ldots u \).

**Proof:** By Proposition 3. \[\square\]

**Definition 9:** If \( s \in \text{sub}(s', s'') \), then \( s \) is a son of \( s' \) and \( s'' \) is the father of \( s \).

The definitions of successor, ancestor and brother are immediately obvious.
**Definition 10:** Let $s$ be a string and $T = \{ s_1, s_2 \ldots s_q \}$ a set of strings, then $G^*_{s, T}$ is defined as follows:

$$
G^0_{s, T} = \{ s \},
$$

$$
\bigcup_{i=1}^{q} \text{sub}(s_{(v-1)i}, s_r),
$$

where:

$$
s_{(v-1)i} \in G^v_{s, T}, \quad 1 \leq r_i \leq q,
$$

must be such that $\text{comp}(s_{(v-1)i}, s_r)$ is true; if such $r_i$ doesn't exist, then it is indifferent which $r_i$ must be taken.

Note that in this definition particular strings to be subtracted are not specified as long an effective subtraction can be made.

**Lemma 3:** $C^q_{G^q_{s, T}} \cap \left( \bigcup_{i=1}^{q} C_{s_i} \right) = \emptyset$ where $T = \{ s_1, s_2 \ldots s_q \}$.

**Proof:** Suppose that $s' \in C^q_{G^q_{s, T}}$, $s_i \in T$ and $\text{comp}(s', s)$ is true, considering that $s'$ was obtained after $q$ subtractions and that no subtraction of $s_i$ was performed, then a string $s_r \neq s_t$ in $T$ was subtracted twice.

The second substraction of $s_t$ was not effective against the definition of $G^*_{s, T}$.

Lemma 2 and 3 enables us to develope an algorithm which has been intuitively sketched at beginning of section 3. Let $S$ be the set of all the complete solutions and $\overline{S} = \bigcup_{i=1}^{p} C_{s_i}$ the set of all the complete strings which are not solutions for some instance of the satisfiability problem $I = \{ s_1, s_2, \ldots, s_p \}$, then $C_i = S \cup \overline{S}$ where $\overline{s}$ is the string with all stars. If $s\overline{s}_1, \overline{s}_2 \ldots \overline{s}_p$ are subtracted from $s$ and $G^0_{s, I}, G^1_{s, I}, \ldots$ are generated, in the positive case we obtain a string $s$ such that $\text{comp}(s, \overline{s}_i)$ is false and $i = 1, 2, \ldots, p$, i.e. $s$ is a solution by Lemma 2; in the negative case $G^p_{s, I} = \emptyset$ is obtained since $C_i = \overline{S}$ and no solution can be found.

**Theorem 3:** The following subtraction algorithm holds for the satisfiability problem:

1. $v = 0$;
2. generate $G_{v}^{\gamma}$, such that between possible subtractions from $s_{(v-1)_{i}} \in G_{v}^{\gamma-1}$ $i = 1, 2, \ldots, \#G_{v-1}^{\gamma}$ priority is given in order: (1) to total subtractions, (2) to subtractions involving only a position;

3. if there is $s_{v_{i}} \in G_{v}^{\gamma}$ such that $\text{comp}(s_{v_{i}}, \overline{s_{j}})$ is false and $j = 1, 2, \ldots, p$, then $s_{v_{i}}$ is a solution string. Stop;

4. if $G_{v}^{\gamma} = \emptyset$, there is no solution string. Stop;

5. $v \leftarrow v + 1$, go to step 2.

Note that the specification of priority in step 2 for minimizing the cost of the algorithm is trivial.

Example 7: We apply the subtraction algorithm for that instance of Example 4 where the Galil algorithm was used.

$$
\begin{align*}
\overline{s_{1}} &= 111**0 \\
\overline{s_{2}} &= 11**1* \\
\overline{s_{3}} &= *000** \\
\overline{s_{4}} &= 01**** \\
\overline{s_{5}} &= *001** \\
\overline{s_{6}} &= *100** \\
\overline{s_{7}} &= 0***01
\end{align*}
$$

Because $G_{v}^{\gamma} = \{******\}$

$$
G_{v}^{1} = \{0****, 10****, 11**0*\}
$$

because sub (******, 11**1*) is performed:

$$
\begin{align*}
****** \\
11**1* \\
0**** \\
10**** \\
11**0*
\end{align*}
$$

$$
G_{v}^{2} = \{00****, 101***, 1001**, 110*0*, 111*01\}
$$

because sub (0****, 01****),

sub (10****, *000**), sub (11**0*, 111**0) are performed:
101*** is the solution string.

Analogously to the Galil algorithm a "reasonable" measure of algorithmic complexity in the subtraction algorithm is \( \sum_{i=1}^{p'} \# G_{s,i}^i \), where \( p' \) is such that there is a solution string, or \( G_{s,i}^i = \emptyset \).

In order to compare our algorithm with that of Galil one we must specify which subtraction has to be performed and which order must be given to position \( r_1, r_2, \ldots, r_m \) involved in the subtraction.

Although such a specification brings about an increase in the cost of the subtraction algorithm it is essential so that comparison can be made.

**Definition 11:** For each possible subtraction we put \( r_1 < r_2 \ldots < r_m \), and we chose from the various subtractions possible that which has a minimum value \( r_1 > r_2 > \ldots > r_m \) when the lexicographic order for such sequences is considered.

**Lemma 3:** Such specifications enable two goals to be obtained in order:

1. total subtractions are performed, when possible;
2. strings in \( G_{s,i}^i \) have the \( v \)-th element different from *, if possible. When for \( s \in G_{s,i}^i \) \( s(v) = * \), then for \( s' \) successor of \( s \) in \( G_{s,i}^i \), \( s'(v) = * \), i.e. there is no subtraction for the sons of \( s \) in the position \( v \).

**Proof:** The demonstration of property 1 is trivial. Suppose, for demonstrating property 2, that for a string \( s_a \in G_{s,i}^{v-1} \) there is no subtraction involving the position \( v \), then the same holds for all the successors of \( s_a \) by Lemma 1. This property guarantees that if a subtraction is performed for a string \( s \in G_{s,i}^{v-1} \), then the first position involved in this subtraction is \( r_1 \geq v \), if \( r_1 = v \) then all the strings obtained by subtracting \( s \) have, by Prop. 7, a different symbol from * in position \( v \).

A binary tree—the subtraction tree—will now be developed from the root, level by level and from left to right. Its nodes at level \( v \) will be labelled by the elements of \( G_{s,i}^v \) with the following rules, until a solution node is found:

1. the root is labelled with the element of \( G_{s,i}^0 \);
(2) at each level each left (right) node is labelled with strings obtained by subtraction from strings of parent node and having at the v-th position 0 or *. Note that in the Galil algorithm we have the contrary rule, because opposite strings are used.

If a node is labelled by a string which cannot be subtracted, it is a solution node and the string $s$ is a solution string.

Example 8: The subtraction tree is built for the same instance of Examples 4 and 7. The numbers in parentheses identify subtractions strings carried out below the tree.

It will be shown in the appendix that, in the worst case, the number of strings present in a subtraction tree is of the same order of the magnitude as the number of the strings in the Galil tree for the same instance of the satisfiability problem.

Fundamentally, in both trees string multiplication occurs in correspondence with the input strings stars in the Galil tree and with the stars of $G^v_{x_1}$ strings in our case.

Except for particular distribution of the input strings stars, the Galil tree has a far wider span than that of the subtraction tree.

Figure 2. – The subtraction tree.
In this section the probabilistic analysis of the variable \( L_{s_0, T} \) will be performed, where \( s_0 \) is a generic string such that \( u_1 = n - \text{star} (s) \), \( n \) being the string length and \( 0 \leq u_1 \leq n \), \( T = \{ s_1, s_2 \ldots s_p \} \), such that \( \text{star} (s_1) = \text{star} (s_2) \ldots = \text{star} (s_p) \) and \( u_2 = n - \text{star} (s) \) and \( 0 \geq u_2 \geq n \).

This analysis can, without any loss of generality, be applied to our algorithm in the regular case of 3-satisfiability problem [4, 8, 9, 7].

In this section we shall be concerned with evaluating the expected value \( E[L_{s_0, T}] \), the variance \( V[L_{s_0, T}] \) and the limiting distribution law of \( L_{s_0, T} \), where mathematical expectation is performed with respect to the statistical population of strings in \( T \), for given values both of the string length and \( \# T \) (respectively \( n \) and \( p \)). The results obtained hold when \( T \) is assumed full random, i.e. when the positions of the \( n - u_2 \) stars in each string of \( T \) are a random sample from the \( n \) variables positions assumed to be equiprobable, and the values of the \( u_2 \) literals are a random sample from a Bernoulli population with parameter \( P_B = 0.5 \).

**Lemma 4:** If \( s_v \in G^v_{s_0, T} \), then \( \text{star} (s) \leq n - v - u_1 \).

**Theorem 4:** When full randomness is assumed, there exist a polynomial \( g \) such that \( E[L_{s_0, T}] \leq g(p) \) and a polynomial \( g' \) such that \( V[L_{s_0, T}] < g'(p, n) \).

**Proof:** Let us consider a string \( s_j \) with \( \text{star} (s_j) \leq n - u_1 - v \), which itself verified hypothesis of full randomness. If \( s_i \in T \), and we assume \( s_j \in G^v_{s_0, T} \), the probability that \( \text{comp} (s_i, s_j) \) is true and that the cost \( (s_i, s_j) = m \) is given by:

\[
P (m, j, i \mid v, s_j, s_i) = P \{ \text{[comp} (s_j, s_i)] \cap \text{[cost} (s_j, s_i) = m] \mid s_j \in G^v_{s_0, T}, s_i \in T \}
\]

\[
\leq \left[ \left( \frac{n - v - u_1}{m} \right) \left( \frac{v + u_1}{u_2 - m} \right) \left( \frac{n}{u_2} \right) \right] 2^{-(u_1 - m)}, \quad (1)
\]

where the term in square parentheses in (1) refers to the probability that \( m \) stars of \( s_j \) match with \( m \) nonstars of \( s_i \) and the right hand term is the probability that the remaining nonstars of \( s_i \) are equal to the corresponding elements of \( s_j \). Equality in (1) is obtained when \( \text{plus} (s_j) = n - v - u_1 \). But since not all the strings \( s_j \) thus defined belong to \( G^v_{s_0, T} \), it is necessary, when computing the reduction cost induced by \( s_i \), to consider the joint event that \( s_j \in G^v_{s_0, T} \), \( \text{comp} (s_j, s_i) \) is true and \( \text{cost} (s_j, s_i) = m \).
The resulting probability is conditioned only by \( v \), by the membership of \( s_i \) to \( T \) and by the particular string \( s_0 \) and is given by:

\[
P(m, j, i, s_j | v, s_i, s_0) = P \{ \text{comp}(s_j, s_i) \text{ is true} \} \cap \left[ \text{cost}(s_j, s_i) = m \right] \cap \exists s_j \left\{ \begin{array}{l}
\text{plus}(s_j) \leq n - v - u_1, s_i \in T, s_0 \right\}
\end{array} \}
\]

\[
< \left[ \left( \frac{n - v - u_1}{m} \right) \left( \frac{v + u_1}{u_2 - m} \right) \right] 2^{-v}.
\]  

(2)

Taking into account the fact that the elements in \( G^v_{s_0, T} \) are obtained by \( v \) successive subtractions of elements in \( T \) starting from \( s_0 \) and that the hypothesis of full randomness holds, so we have that:

\[
\# C^0_{G^v_{s_0, T}} > \# C^1_{G^v_{s_0, T}} > \ldots \# C^{v-1}_{G^v_{s_0, T}} > \ldots
\]

until effective subtraction can be performed. On an average

\[
\# C^v_{G^v_{s_0, T}} = \frac{1}{2} \# C^{v-1}_{G^v_{s_0, T}}.
\]

This explains why the probability that two corresponding nonstars of \( s_i \) and \( s_j \) are equal is less than \( 1/2 \).

To be precise, if we partition the sample space in the subregion such that \( s_j \in G^v_{s_0, T} \) and its complementary, by using the Bayes theorem [5] probability (2) can be written as:

\[
\begin{align*}
P(m, j, i, s_j | v, s_i, s_0) & = P(m, j, i | v, s_i, s_j, s_0) P(s_j \in G^v_{s_0, T}) \\
P(m, j, i | v, s_i, s_j, s_0) & = P(m, j, i | v, s_i, s_j) / P(s_0) \\
P(s_j \in G^v_{s_0, T}) & = 2^{v+u_1} \\
P(s_0) & = 2^{-u_1}.
\end{align*}
\]

(3)

So (2) follows from (3).

The subtraction algorithm seeks to identify a string \( s_j \in T (\# T = p) \), such that \( \text{comp}(s_i, s_j) \) is true where \( s_j \in G^v_{s_0, T} \). Considering those subtraction terms connected with the joint probability that more than one string in \( T \) is available for the subtraction of \( s_j \in G^v_{s_0, T} \) and the fact that at the level \( v \), at least \( v \) strings in \( T \) have been already used, we can write:

\[
P(m, j, s_j | v, T, s_0) = P(\exists s \in T : \text{comp}(s_j, s) \text{ is true} )
\]

\[
\cap \left[ \text{cost}(s_j, s) = m \right] \cap \text{plus}(s_j) \leq n, v, u_1, T, s_0
\]

\[
< p \cdot P(m, i, j, s_j | v, s_i, s_0).
\]  

(4)
Therefore:

\[
E[\text{cost}(s_j, s_i | s_j \in G_{s_0, T}^{\gamma - 1})] = \sum_{t=1}^{u_2} t \cdot P(t, j, s_j | v, T, s_0)
\]

\[
< p \sum_{t=1}^{u_2} t \cdot P(t, i, j | v, s_i, s_0)
\]

\[
< (p/2^v) \sum_{t=1}^{u_2} t \cdot P(t, j, i | v, s_j, s_i) < u_2 p / 2^v. \quad (5)
\]

From stochastic branching-process theory (3, 11, 15) we have:

\[
E[\# G_{s_0, T}] = \sum_{v=1}^{v} E[\text{cost}(s_j, s_i | s_j \in G_{s_0, T}^v)] < (u_2 p)^v / 2^{v(v+1)/2},
\]

\[
V[\# G_{s_0, T}] = (\bar{\sigma}^2)/(E[\text{cost}(s_0, s_i)]^2)(E[\# G_{s_0, T}]^2)
\]

\[
+ E[\# G_{s_0, T}](1 - E[\text{cost}(s_j, s_i | s_j \in G_{s_0, T}^v)] / E[\text{cost}(s_0, s_i)])
\]

\[
< ((u_2/2)^v / (E[\text{cost}(s_0, s_i)]^2)(E[\# G_{s_0, T}]^2 + E[\# G_{s_0, T}]), \quad (7)
\]

where \(\bar{\sigma}^2\) ranges in the interval \(V[\text{cost}(s_0, s_i)]\), \(V[\text{cost}(s_j, s_i | s_j \in G_{s_0, T}^v)]\), and this quantity, decreasing with \(v\) increasing, is less than the square of the half range of \(\cos t(s_j, s_i)\), i.e. \((u_2/2)^2\).

Therefore the expected value and the variance of \(L_{s_0, T}\) are less than following functions:

\[
E[L_{s_0, T}] < u_2 \frac{u_2^2 (u_2 p)^v + 1}{u_2 - 1} + 1 = u_2 \frac{u_2 (u_2 p)^v g_5(u_2) - 1}{u_2 - 1} + 1, \quad (8)
\]

\[
V[L_{s_0, T}] < \left[ \frac{\tilde{\sigma}^2}{\sigma^2} (E[\text{cost}(s_0, s_i)]^2) \left( \frac{u_2^2 (u_2 p)^v g_5(u_2) - 1}{u_2 - 1} + 2 + u_2 \frac{(u_2 p)^v g_5(u_2) - 1}{u_2 - 1} \right) \right] \times (1 + D(n, u_2, p)). \quad (9)
\]

where \(\tilde{\sigma}^2\) is a weighted mean of \(\bar{\sigma}_v\), \(D\) is a polynomial function of \(p, u_2\) and \(n\), which decreases with \(n\) and converges to 0 as \(n\) tends to infinity. In fact two steps may be required to obtain the sum of the expected values of \(L_{s_0, T}\) in (8), which can be partitioned into the sum of terms greater than 1/2 and the sum of those remaining.

The quantity \((u_2, p)^v / 2^{v(v+1)/2}\) decreases as \(v\) increases. Moreover if \(v > v_0 = 2 \log_2(u_2 p) + 1\), then \(E[\# G_{s_0, T}] < 1/2\). Thus, at the end of the first step,
the sum may be bounded by \( u_2 (u_2^{\log_2 (u_2 p) + 1} - 1) / u_2 - 1 \), where this term corresponds to the hypothesis that at each reduction the maximum cost \( u_2 \) has been obtained. In the second step, since the serial addend decreases by a factor less than \( 1/2 \) a term less than \( 1 \) is added.

The second inequality follows from the consideration that in the expression \( V[L_{s_0, r}] \) all those terms relative to the covariance of pairs \( \# G_{s_0, r}^y \), \( \# G_{s_0, r}^l \) can be expressed in function of the term relative to the variance of \( \# G_{s_0, r}^y \):

\[
2 \sum_{v=1}^{n-u_2} \sum_{r=v+1}^{n-u_2} \text{cov} (\# G_{s_0, r}^y, \# G_{s_0, r}^l) < D(n, u_2, p) \sum_{v=1}^{n-u_2} V[\# G_{s_0, r}^y].
\] (10)

In fact from linear process theory [1], we have:

\[
\text{cov}(\# G_{s_0, r}^y, \# G_{s_0, r}^l) = V[\# G_{s_0, r}^y] \prod_{i=v}^t E[\text{cost}(s_j, s_i \in G_{s_0, r}^i)].
\]

Thus, with a reasoning similar to that used in proving (8), we have:

\[
\sum_{k=v+1}^{n-u_2} \text{cov}(\# G_{s_0, r}^y, \# G_{s_0, r}^l) < \rho(v). V[\# G_{s_0, r}^y],
\]

\[
\rho(v) = \begin{cases} 
1 + u_2 (u_2 p)^{21 g(u_2 p) u_2^2 - v - 1} / u_2 - 1 & \text{if } v < v_0 = 21 g_2 (u_2 p) + 2, \\
(1/2)^{(v-v_0+1)/(v-v_0+2)/2} & \text{otherwise}.
\end{cases}
\] (11)

Since as \( v \) increases, \( V[\# G_{s_0, r}^y] \) increases and the percentage of terms in the sum in the right hand of (11) whose \( v > v_0 \) increases correspondingly, from (11) we obtain (9). \( \square \)

Because of the intriguing expression of \( P(m, j, s_j | v, t, s_0) \) it is not possible to take an analytical form of the distribution law of \( L_{s_0, r} \).

Moreover, due to the correlations between the \( \# G_{s_0, r}^v \) the central limit theorem cannot be exploited. It is however possible to guess at the form this distribution will take since the empty cells theory [11] gives Gaussian—and Poisson-like distributions of \( G_{s_0, r}^v \) for large \( n \)-small \( v \), and large \( n \)-large \( v \), respectively; so we must therefore consider a resultant sum distribution obtained by the addition of a gaussian and many correlated Poisson laws.

From the multiplicative process theory [13] we have that as \( m \) tends to infinity the probability function \( P(m) = P\{L_{s_0, r} = m\} \), for \( p \) finite approaches zero faster than exponentially, since we can write:

\[
P(m) \ll K_0 K_1^{-1} m^{-1/2}, \quad K_1 > 1.
\]
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Thus the product $m P(m)$ has the least weight on the value of $E[L_{st}, r]$ when $n$ is large.

An analysis of the behaviour of $V[L_{st}, r]$ gives interesting informations concerning the frequency of cases where the subtraction algorithm runs in a non polynomial time as can be seen from the following theorem:

**Theorem 5:** The probability that the subtraction algorithm runs in a non polynomial time decreases as $n$ increases, but is never 0.

**Proof:** We can write (9) as:

$$V[L_{st}, r] = K_1 (K_2 / K_3) (1 + D) E[L_{st}, r]^2,$$

where $K_2, K_3 > 1$ multiply respectively $E[L_{st}, r]$ and $V[L_{st}, r]$ in order to transform inequalities (8) and (9) into equalities. By construction rules the ratio $K_2^2 / K_3$ tends to 1 very fast for large $n$. $K_1$ takes into account the multiplicative factor $K^2 / (E[\text{cost}(s_0, s')])^2 u_2$ and the additive factor:

$$u_2 (u_2 p)^{2lg u_2} - 1 \over u_2 - 1$$

Like $K_1$ itself, the first factor decreases with $n$.

Therefore the ratio between the standard deviation and the mean of $L_{st}, r$ ensures that the probability of $L_{st}, r$ being greater than $h E[L_{st}, r]$ for $h$ large, is decreasing with $n$ increasing.

Since the mean value of the run time is polynomial in the input length, the first part of theorem is proved.

Moreover, for any $n$, it is always possible to find a worst case running in a non polynomial time, given by the following properties of $T$:

$$s_0(j) \neq * \Rightarrow s_1(j) = s_2(j) = \ldots s_p(j) = *,$$

$$s_i(j) \neq * \Rightarrow s_0(j) = s_1(j) = \ldots s_{i-1}(j) = s_{i+1}(j) \ldots s_p(j) = *, \quad 1 \leq j \leq n.$$

Therefore the above-mentioned probability is never 0. □

At any rate since $K_1, K_2, K_3$ are bounded by polynomials in $n$ and $p$, the following theorem holds:

**Theorem 6:** For each $\varepsilon > 0$ it is possible to find a polynomial $g(p, n)$ such that:

$$P(L_{st}, r \geq g(p, n)) < \varepsilon.$$  

(12)
Proof: By Tchebichev's inequality:

\[ P\left(|L_{s_0}, \tau - E[L_{s_0}, \tau]| > K \cdot g'(p, n) \cdot E[L_{s_0}, \tau]\right) \leq \frac{1}{K^2}, \]

where \( g'(p, n) = (K_1 \times K_2^2 / K_3)^{1/2} \) is bounded by a polynomial in \( p \) and \( n \).

Thus (12) holds for:

\[ g(p, n) = (g'(p, n) \cdot \sqrt{1/e + 1}) \cdot E[L_{s_0}, \tau]. \]

\[ \square \]

**Theorem 7:** \( L_{s_0}, \tau \) is not "almost everywhere polynomial" (after Karp's definition [10]) in \( p \) and \( n \).

**Proof:** The proof follows from the last part of proof of Theorem 5. \( \square \)

The following theorem can be used to make probabilistic comparisons between the proposed algorithm and the Galil one:

**Theorem 8:** The expected value of the running time of the Galil algorithm, in the hypothesis of full randomness, is polynomial in \( p \) and \( n \) and is greater than the expected value of the subtraction algorithm.

**Proof:** In accordance with the comparison between the two algorithms performed in section 3 we assume that the subtraction tree and the Galil tree have essentially the same complexity. So we will compare the times of the subtraction tree with those of the subtraction algorithm, i.e., with the algorithm obtained from the subtraction tree when the constraints on the subtraction order in definition [11] are removed.

The removal of such constraints allows to recognize a leaf or a solution node as soon as the subset of strings labelling them is generated, while no effective variation occurs in the generation of the other nodes.

Let \( P^0(v) \) be the probability that no string is generated from a string of \( G^v_{s_0}, \tau \) and \( P^0'(v) \) (an apex occurs in symbols referring to the subtraction tree) the probability that a leaf or a solution node can be found at level \( v \) of the subtraction tree, we have:

\[ P^0'(v) = \frac{1}{(n - v)} P^0(v), \quad (13) \]

where, for simplicity's sake we put \( u_1 = 0 \).

The expected value of the running time at level \( v \) is greater therefore in the Galil algorithm than in the subtraction one.

Moreover, if we cut the sum of the expected values of \( G^v_{s_0}, \tau \) as in the proof of (8) the sum of the terms from \( v > v_0 \) to \( n \) is less than \( u_2^v v_0 \log_2(n) \). In fact, since for such values of \( v \), \( E[\#G^v_{s_0}, \tau]] \) is less than 1/2, we can disregard \( P\{m' = 2\} \)
and \( P \{ m' = 3 \} \) and put \( P \{ m' = 1 \} = 1 -(1-P \{ m = 1 \})/(n-v) < 1-1/(n-v) \). So \( E [\# G'_{v,v}] < u^v_2 v_0/(n-v) \).

Therefore, assigning to the reduction at level \( v > v_0 \) the cost \( u_2 \) we have:

\[
E[L'_{v,v}] < u_2 \frac{u_2 (u_2 p)^{2 \lg u_2}}{u_2 - 1} (1 + (2 \lg u_2 p + 1) \lg u_2 (n)).
\]

and so:

\[
E[L'_{v,v}] < E[L_{v,v}] (1 + (2 \lg u_2 p + 1) \lg u_2 (n)), \quad (14)
\]

where the second inequality results from the construction of (8).

CONCLUSIONS

An exact algorithm, in accordance with the probabilistic criteria of computational complexity outlined by Karp[10], was developed for the satisfiability problem, where the expected value of the running time for a fully random input is a polynomial of input length.

In the probabilistic frame, the problem of having non-polynomial running time is of no particular significance if the probability of its occurring cannot be specified.

The understanding of exponential cases from a deterministic viewpoint constitutes an ever-challenging topic. In our opinion such cases only occur when it is impossible to find an appropriate representation of binary subtrees by means of bounded strings of symbols.

Our key objective then is to represent some combinatorial schemes on logical variables by special operational symbols and design a formal algebra for these symbols.

Such an approach enables the structure of such trees to be put into focus and some of their special characteristics identified such as invariances in the order of the propositional variables, exponential growth sources, and so on.

We started with simple representation of combinatorial schemes, but more complex ones are under study, our aim being to identify the relationship between the characteristics of the input clauses and the structure of the corresponding tree, so that the probability of non-polynomial cases occurring is further minimized.
APPENDIX

**Lemma 5:** If a string $s$ labels a node of the subtraction tree, and $s'$ is its node string, then $\text{comp}(s, s')$ is true.

**Proof:** By construction rules. □

**Lemma 6:** Given an instance of the satisfiability problem, a node in the subtraction tree is a leaf, when the corresponding node of the Galil tree is also a leaf.

**Proof:** Let such a node be at level $v$, $s_t$ a string in its label and $s_n$ its node string. By Lemma 5 $\text{comp}(s_t, s_n)$ is true, by Property 4 we have $s_n \in T_{s_t}$, then by lemma 1 $\text{comp}(s_t, s_n)$ is true. By Property 2 of Lemma 3, sub $(s_t, s_n)$ involves positions $r_1, r_2 \ldots r_m > v$ and being $s_t(v' > v) = *$ (by definition $s_n(v' > v) = *$ and $s_n \in T_{s_t}$), the subtraction is total. □

**Lemma 7:** Given an instance of the satisfiability problem, a node in the subtraction tree is a solution node, if the corresponding node of the Galil tree is a solution node.

**Proof:** Let such a node be at the level $v$, $s_t$ a string in its label and $s_n$, its node string. By Lemma 5 $\text{comp}(s_t, s_n)$ is true and by Proposition 3 $s_{tn}^0$ is too a solution.

Suppose that $s_t$ is a not solution string, in this case there is $s_i \in T$ such that $\text{comp}(s_t, s_i)$ is true.

Consider that by Lemma 3 (see the proof) sub $(s_t, s_i)$ involves only positions $r_1, r_2 \ldots r_m > v$, for position $1 \leq k \leq v$ $s_t(k) = *$ implies $s_i(k) = *$, $s_t(k) \neq *$ and $s_i(k) \neq *$ imply $s_t(k) = s_i(k) = s_{tn}^0(k)$; by definition of $s_n$, $s_n(j) = *$ $v < j \leq n$, then $s_t(j) = s_{tn}^0(j)$.

We thus obtain so the contradictory result that $\text{comp}(s_{tn}^0, s_i)$ is true and $s_{tn}^0$ is not a solution string; then $s_t$ is a solution. □

**Theorem 9:** Given an instance of the satisfiability problem, the subtraction tree is a subtree of the Galil tree.

**Proof:** By Lemmata 6 and 7 and the general rules for building both trees. □

Note that the number of strings labelling a Galil tree node is less than or equal to $p$. Though a limit for the number of strings labelling nodes in the subtraction tree cannot be given, we will later prove that relationships exist which bind this number of strings in the Galil tree.

In order to simplify proofs, the more regular case of the 3-satisfiability is now considered without loss of generality.
Let \( s \) be a string at the level \( v' \) of a subtraction tree, successors of \( s \) at level \( v'' \) can be exponential in \( v'' - v' \) only when certain types of subtractions must be exclusively used in order to generate successors of \( s \).

According to the results of Section 4, such cases are exceedingly rare.

**Definition 12:** The following properties identify the six fundamental types of generic subtraction \( \text{sub}(s_i, s_k) \in G_{s_i,G_k}^v \) for the 3-satisfiability problem:

1. \( \# \text{sub}(s_i, s_k) = 3 \) and \( s_k^1(v) = s_k^2(v) = s_k^3(v) \);
2. \( \# \text{sub}(s_i, s_k) = 3 \) and \( s_k^1(v) \neq s_k^2(v) \) and/or \( s_k^1(v) \neq s_k^3(v) \) (note that by Lemma 3, \( s_k^1(v) = * \Rightarrow s_k^2(v) = s_k^3(v) \));
3. \( \# \text{sub}(s_i, s_k) = 2 \) and \( s_k^1(v) = s_k^2(v) \);
4. \( \# \text{sub}(s_i, s_k) = 2 \) and \( s_k^1(v) \neq s_k^2(v) \).
5. \( \# \text{sub}(s_i, s_k) = 1 \);
6. \( \# \text{sub}(s_i, s_k) = 0 \).

**Example 9:** In figure 3 examples of types 1, 2 and 3 are given:

**Figure 3. — Examples of subtraction types 1, 2 and 3.**

We will now consider only those cases where all the successors of string \( s \) at the level \( v' \) are generated up to level \( v'' \) by the same type of subtraction.

Where further comparison analysis is concerned no loss of generality occurs since (1) the successors of two strings labelling the same node are mutually independent, (2) numerical comparison is made between the \( s \)-successors and those strings labelling the Galil tree, whose opposite strings are subtracted during a successor generation in the subtraction tree; nodes labelled by such strings in the Galil tree are strictly correlated to nodes labelled and \( s \)-successors in the subtraction tree.
THEOREM 10: Let an instance of 3-satisfiability problem be such that the subtractions to be performed for \( s \in G_{s, I}^\gamma \) and all its successors up to level \( \nu'' > \nu' \) must be exclusively of type 1 (2, 3, 4); let \( \bar{I}' \subseteq \bar{I} \) be the set of strings subtracted by \( s \) and successors, \( I' \subseteq I \) the set of strings whose opposite strings are in \( \bar{I}' \) and \( T' \), the subtree of the subtraction tree having root \( n_r \) labelled \( s \); then (1) the number of strings labelling nodes of \( T' \) is exponential in \( \nu'' - \nu' \) in the non-restrictive hypothesis that only \( s \) labels the root of such a subtree; (2) in the Galil tree the number of nodes labelled by strings in \( I' \) is exponential in \( \nu'' - \nu' \) at least.

Proof for type 1: (1) All the successors of \( s \) at level \( \nu \) of the subtraction tree \( \nu' \leq \nu \leq \nu'' \) label an unique node and their cardinality is \( 3^{\nu'' - \nu} \), thus those strings labelling nodes in \( T' \) up to level \( \nu'' - \nu' \) are \( (3^{\nu'' - \nu} - 1)/2 \). (2) \( \# \bar{I}' \) has the least value \( \nu'' - \nu' \) when only one string of \( \bar{I}' \) is subtracted at each level of \( \bar{T}' \). \( s \in \bar{I}' \) iff \( \bar{s}(i) = \ast, \ i = 1, 2, \ldots, \nu'' \), otherwise subtractions of type 1 up to level \( \nu'' \) could take no place; then strings of \( I' \) label all the nodes of the Galil tree from the root to level \( \nu'' \) and the nodes of the subtree \( T_G' \) having root node corresponding to \( n_r \) up to level \( \nu'' + 3(\nu'' - \nu') \) at least, if we consider the extreme case where the first positions of non-star symbols in strings of \( I' \) are \( \nu'' + 1 \), \( \nu'' + 2 \ldots \nu'' + (\nu'' - \nu') \); this implies both that there is no leaf in \( T_G' \) and that there are \( 2^{\nu'' + 1 - 1} \) nodes labelled by strings of \( I' \). If it is assumed that leaves are to be found in \( T_G' \) before level \( \nu'' - \nu' \), then the Galil tree proves much more extended with a number of nodes in \( T_G' \) greater than \( 2^{\nu'' - \nu' + 1} - 1 \).

Proof for type 2: (1) The subtree \( T' \) is complete up to level \( \nu'' \) and is labelled for each level by the strings in \( G_{s, I}^0, G_{s, I}^1, \ldots, G_{s, I}^{\nu''} \) in this order. Considering that \( \# G_{s, I}^\gamma = 3^\gamma \) and that only subtractions of types 2 are performed, there are \( (3^{\nu'' + 1} - 1)/2 \) strings labelling nodes in \( T' \). (2) By Theorem 9 the subtree \( T_G' \) of the Galil tree corresponding to \( T' \) is complete, then the number of nodes is \( 2^{\nu'' - \nu' + 1} - 1 \) with each node labelled by strings of \( I' \) in accordance with the rules for its construction.

Proof for type 3: (1) All the successors of \( s \) at level \( \nu \) of the subtraction tree \( \nu' \leq \nu \leq \nu'' \) label an unique node and their cardinality is \( 2^{\nu'' - \nu'} \), thus the number of strings labelling nodes in \( T' \) up to level \( \nu'' - \nu' \) is \( 2^{\nu'' - \nu' + 1} - 1 \). (2) Consider that \( s \) was obtained after \( \nu' \) subtractions and that, in order to have a sequence of \( \nu'' - \nu' \) subtractions of types 3 starting from \( s \), such subtractions must involve positions greater than \( \nu'' \).

The Galil tree is extended by Theorem 9 up to level \( \nu'' \) at least; consider the path from the root to the node with node-string \( s_n \) at level \( \nu'' \) such that \( \text{comp}(s, s_n) \) is true (we can find more such nodes); the brother nodes of
nodes in the path identified by \( s_n \) are roots of subtrees which are labelled by strings in \( I' \) and are equal to those having root at the brother nodes, except for cases when either the roots or their successors are leaves.

Suppose that there is no exponential growth of nodes in no subtree having root at the brother nodes of nodes in \( s_n \), a set \( I'' \subseteq I \) at least of \( v'' \) strings must exist, which is the minimum number of strings allowed if exponential growth in \( v'' - v' \) is to be avoided with a sufficient number of leaves; but there is a contradiction here since the set \( I'' \) of strings opposite to strings of \( I'' \) can be subtracted by ancestors of \( s \) and strings of \( I'' \) have lexicographic order priority, thus subtraction of type 3 cannot be performed. There are at most \( v' \) such strings and a number of nodes exponential in \( v'' - v' \) are labelled by strings in \( I' \).  

**Proof for type 4:** Trivial.

Theorems 9, 10 show that the subtraction tree algorithm is no less efficient than the Galil algorithm, if we think that a generic case can be broken in more considered cases.

It is easy to construct very particular instances of the satisfiability problem where the Galil algorithm runs exponentially and the subtraction algorithm runs polynomially, consider e. g. Galil trees where all the leaves are formed after level \( \lfloor n/2 \rfloor \); for some such case the subtraction tree is such that positions greater than \( \lfloor n/2 \rfloor \) are involved early in the subtraction and a solution string is immediately obtained.
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